
Learning Reinforcement 
Learning with OpenAI Gym

Ali Akbar Septiandri
@aliakbars



Did you get into IT 
because you wanted 
to be a game dev? 



Anyone familiar with this image?

🤖Agent

🌏 Environment

actionstate, 
reward



What about this 
one?



What about this? 



Source: https://www.youtube.com/watch?v=qv6UVOQ0F44



Source: https://www.youtube.com/watch?v=GS_0ZKzrvk0



Source: https://www.popularmechanics.com/technology/a19844/googles-alphago-ai-wins-first-round-against-go-champion/







A Whirlwind Tour of Reinforcement Learning



🌲 Stanford CS221: Artificial Intelligence



Markov Decision 
Process

● States
● sstart ∈ States
● Actions(s)
● T(s, a, s’)
● Reward(s, a, s’)
● IsEnd(s)
● 0 ≤ γ ≤ 1
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Reinforcement 
Learning

● States
● sstart ∈ States
● Actions(s)
●
●
● IsEnd(s)
● 0 ≤ γ ≤ 1
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Model-based
Monte Carlo 💡



Do we have to explore 
all states?



SARSA &
Q-Learning 💡



Evaluation vs Iteration

SARSA

On each (s, a, r, s’, a’):

Q-learning

On each (s, a, r, s’):



Reinforcement 
Learning

● States
● sstart ∈ States
● Actions(s)
●
●
● IsEnd(s)
● 0 ≤ γ ≤ 1

in

end



Unlike classical ML, 
you don’t really have 
scikit-learn and 
ImageNet / Kaggle



OpenAI Gym







Examples





Demo



Evaluation vs Iteration

SARSA

On each (s, a, r, s’, a’):

Q-learning

On each (s, a, r, s’):



Function 
approximation 💡



Q can be approximated as weights x features



On each (s, a, r, s’), fix the weights



Combining with Deep 
Learning 💡



RL Applications

● Game playing 🕹🎮
● Multi-armed bandits 🎰
● Dialogue systems 💬
● …



Learning Resources

1. Stanford CS221: Artificial Intelligence
2. DeepMind/UCL: Reinforcement Learning by David Silver
3. UC Berkeley CS285: Deep Reinforcement Learning by 

Sergey Levine
4. Reinforcement Learning: An Introduction by Sutton & 

Barto

https://stanford-cs221.github.io/autumn2019/
https://www.youtube.com/watch?v=2pWv7GOvuf0&list=PLqYmG7hTraZDM-OYHWgPebj2MfCFzFObQ
https://rail.eecs.berkeley.edu/deeprlcourse/
http://incompleteideas.net/book/the-book.html


Conclusions

1. RL is often overlooked in ML syllabi because of the 
hassles 👀

2. OpenAI Gym can help you teach/learn RL – from 
Q-learning to DQN! 

3. Learning by doing is the best 🐱 💻



Thank you
@aliakbars


