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Did you get into |T
because you wanted
to be a game dev? Eﬁ



Anyone familiar with this image?
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What about this
one?
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Vil(s) 4= ) T(s,m(s), 8)[R(s, m(s), s) + VI~ D(s)

What about this? E



Source: https:/www.youtube.com/watch?v=qv6UVOQOF44




QUALIFIED
0/q1

CreateData.py X =

import numpy as np
import cv2

import time

import os

from utils.grabscreen import grab_screen
from utils.getkeys import key check

file_name = “C:/Users/programmer/Desktop/FallGuys/data/training
file_name2 = "C:/Users/programmer/Desktop/FallGuys/data/target

auto_canny(image, sigma=0.33):

v = np.median(image)

lower = int(max(@, (1.0 - sigma) * v))
nrint{lawar)
TERMINAL F A 2: Python

loop took @
loop took
op took
loop took
loop took
loop took
loop took
loop took
took

>

SUBSCRIBE

> >I ‘D 1:53 /1212 Source: https://www.youtube.com/watch?v=GS_0ZKzrvk0
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ource: https://www.popularmechanics.com/technology/a19844/googles-alphago-ai-wins-first-round-against-go-champion/
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A Whirlwind Tour of Reinforcement Learning



4 Stanford CS221: Artificial Intelligence

Lecture 7: Markov Decision Processes - Value Iteration | Stanford CS221: Al

(Autumn 2019)
91K views + 1 year ago

@ stanfordonline

For more information about Stanford’s Artificial Intelligence professional and graduate programs, visit: https://stanford.io/3pUNqG7 ...
8:08 Um, and in the middle, I'm going to talk about policy evaluation, which is not an inference algorithm but it's kind of a step toward...

Subtitles

Lecture 8: Markov Decision Processes - Reinforcement Learning | Stanford CS221:

Al (Autumn 2019)
26K views « 1 year ago

@ stanfordonline

For more information about Stanford's Artificial Intelligence professional and graduate programs, visit: https://stanford.io/2Zv1JpK ...
49:00 Soin MDPs, we saw that policy evaluation allows you to get Q Pi; value iteration get- allows you to get Q opt. And now, we're ...
Subtitles




Markov Decision
Process
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Reinforcement
Learning
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Model-based
Monte Carlo



Do we have to explore
?



SARSA &
Q-Learning

w



Evaluation vs lteration

SARSA
On each (s, a,r, s, a’):

Qr(s,0) + (1 = 0)Qx(s,a) +n(r + Q. (5", "))
Q-learning

On each (s, a,r, s):

Qopt (37 a’) = (1 - n)Qopt (Sa a’) .y 77(”' T ¥ 4 max Qopt (sl’ a/))]

a' € Actions(s')
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Unlike classical ML,
vou don't really have
scikit-learn and
ImageNet / Kaggle



OpenAl Gym



‘ Episode 1 ‘

RandomAgent on LunarLander-v2

Gym is a toolkit for developing and comparing

reinforcement learning algorithms. It supports teaching
agents everything from walking to playing games like
Pong or Pinball.

View documentation >
View on GitHub >

RandomAgent on Ant-v2




Algorithms
Atari

Box2D

Classic control
MuJoCo
Robotics

Toy text m

Third party environments ('

MuJoCo
Continuous control tasks, running in a fast physics simulator.

Ant-v2 HalfCheetah-v2 Hopper-v2
Make a 3D four-legged robot Make a 2D cheetah robot Make a 2D robot hop.
walk. run.

Humanoid-v2 HumanoidStandup-v2 InvertedDoublePendulum-
Make a 3D two-legged robot Make a 3D two-legged robot v2

walle atandun Ralannre a nnla nn a nala nn




Examples




import gym
env = gym.make( 'CartPole-v0"')
for i_episode in range(20):
observation = env.reset()
for t in range(100):
env.render()

print(observation)

action = env.action_space.sample()

observation, reward, done, info = env.step(action)
1T done:

print("Episode finished after {} timesteps".format(t+l))
break

env.close()




Demo



Evaluation vs lteration

SARSA
On each (s, a,r, s, a’):

Qr(s,0) + (1 = 0)Qx(s,a) +n(r + Q. (5", "))
Q-learning

On each (s, a,r, s):

Qopt (37 a’) = (1 - n)Qopt (Sa a’) .y 77(”' T ¥ 4 max Qopt (sl’ a/))]

a' € Actions(s')



Function
approximation



Qopt (37 a, W) — ¢(37 CL)

Q can be approximated as weights x features



W< W — n[Qopt (37 a, W) _ (’l“ T 7V0pt (3,))]¢(37 a’)
e e

prediction target

On each (s, a, r, s'), fix the weights



Combining with Deep
Learning



RL Applications

Game playing ¢ae 88
Multi-armed bandits

o
o
e Dialogue systems ;-
o



Learning Resources

N

Stanford CS5221: Artificial Intelligence

DeepMind/UCL: Reinforcement Learning by David Silver

UC Berkeley CS285: Deep Reinforcement Learning by

Sergey Levine
Reinforcement Learning: An Introduction by Sutton &
Barto



https://stanford-cs221.github.io/autumn2019/
https://www.youtube.com/watch?v=2pWv7GOvuf0&list=PLqYmG7hTraZDM-OYHWgPebj2MfCFzFObQ
https://rail.eecs.berkeley.edu/deeprlcourse/
http://incompleteideas.net/book/the-book.html

Conclusions

1. RL is often overlooked in ML syllabi because of the

hassles ¢
2. OpenAl Gym can help you teach/learn RL — from
Q-learning to DQN! "%
3. Learning by doing is the best E8 &




Thank you
@aliakbars



