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• Monitoring vital signs


• Mortality prediction


• Understanding medical 
documents


• Bed allocation
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AI uses in ICUs



“Among the top 20 occupations impacted 
by AI, seven are from the healthcare 
domains.” – Septiandri et al. (2024)
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“Don’t be a radiologist, be a plumber 
instead. It’s much harder for AI to take 
your job!”



Biases in data acquisition
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Statistical bias Social bias



“Statistical bias refers to an algorithm that 
produces a result that differs from the true 
underlying estimate.”

(Parikh et al., 2019)



Bias in the sampling process

• Breast cancer in women (Arnould 
et al., 2006; Giordano, 2018)


• Cardiovascular disease in men 
(Vogel et al., 2021)


• Skin cancers in whiter skins 
(Gloster Jr and Neal, 2006)
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Highest-risk groups



ACM FAccT authors are mainly 
using off-the-shelf datasets from the U.S. (Septiandri et al., 2023)



(Parikh et al., 2019)

“Social bias in health care refers to inequity in 
care delivery that systematically leads to 
suboptimal outcomes for a particular group.”



• Socioeconomic status


• Race and ethnicity


• Geographic location


• Insurance coverage


• Language barriers
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Disparity in access



AI-assisted decision making
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Intrinsic 
uncertainty in 
medicine
Cabitza et al. (2017)
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Black box AI 
models
Cabitza et al. (2017)



Privacy-utility trade-off
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Publicly available critical care databases 
are mainly from the Global North





Federated learning
Collaboratively training a 
model while keeping their data 
decentralised
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Mitigation strategies
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AI education for 
healthcare 
providers
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ICU dataset 
diversification
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Interpretable AI models



Image by Cavallaro et al. (2021)

Post hoc 
interpretability
Contrasting factors associated 
with COVID-19-related ICU 
admission and death 
outcomes

(Cavallaro et al., 2021)



Uncertainty 
quantification 
(Work in progress)
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Regulatory framework







Clinical, social, ethical

• Potential errors and patient harm


• Risk of bias and increased health 
inequalities


• Lack of transparency and trust


• Vulnerability to hacking and data 
privacy breaches
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Main risks



• AI can be a powerful tool in 
ICUs, but require thoughtful 
implementation


• Ensuring a responsible AI 
implementation involve multiple 
stakeholders


• There should be active 
participation from the Global 
South in the collaborative effort
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Key takeaways



Thank you 
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